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Abstract

The crosslinguistic distribution of preposition strargliny A movement in pseudopassive
constructions matches that of a markeédphenomenon, namely extraction from Bare Present
Participial Adjuncts. Moreover, both constructions shamstivity to external factors of a
sort that reanalysis-based theories of P-stranding wesigmied to capture, but which is not
obviously predicted by theories of P-stranding based oarpatrisation of PP’s status as a
bounding node or phase. However, a slightly modified versiofibels’ (2003) phase-based
account of P-stranding, according to which the sensitioityP-stranding under A- and’A
movement to PP-external factors is due to general contrainmovement and passivisation,
captures the relevant data without resorting to a rearsabyseration.

Keywords: Preposition stranding, passive, extraction from adjyn@srmanic, reanalysis,
phases, antilocality

1 Introduction

The phenomenon of preposition-stranding, or P-stranding,an unenviable position as a repre-
sentative of a class of highly marked syntactic phenomernéflg the puzzle that P-stranding
presents is that it is clearly within the space of syntactisgibilities, but it is attested in only
a vanishingly small proportion of the world’s languages. fdnt, one recent discussion, Abels
(2003), found only nine or ten languages in which P-stragdias attested, themselves heavily
(although not exclusively) concentrated in the Germamgleges. Moreover, these languages
did not pattern identically: in three of them (Frisian, Delmiand Icelandic), P-stranding was only
attested under /Amovement, while the remaining languages allowed P-singnid both A- and
A’-environments.

*Thanks to David Adger, Anna Cardinaletti, Jeroen van Crabraeck, Ger de Haan, Jack Hoeksema, Eric Hoek-
stra, Anders Holmberg, Lars Jensen, Akis Kechagias, HangdgaKoot, Marjo van Koppen, Jgrgen Kryger, Joan
Maling, Ad Neeleman, @ystein Nilsen, Gillian Ramchand, Meiv Reeve, Halldor Sigiisson, Alyona Titova, Lisa
Travis, Nikos Velegrakis and Reiko Vermeulen for discussitata, and (in many cases) for persuading me to take this
problem seriously in the first place. I'm sure none of them agree with much of what follows, though. This work
was initially undertaken with the support of a Wingate sehnstip.
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So why, if P-stranding is possible, is it so very rare? Theatstwaswer is that we don’t know,
and unfortunately this paper will not do anything to chanlg&t.t The rather more modest aim
here is to argue for a particular analysis capturing the tingicational relation implicit in the
above findings, namely that P-stranding under A-movememnli possible in a language if that
language permits P-stranding undérmovement as well. The eventual shape of this theory will
be very close to that proposed by Abels (2003), a variant @itwivill call below theescape hatch
theory of P-stranding, but before we get there, we need t& Wwwough the arguments of a quite
complementary approach (theanalysistheory), which captures this implicational relation in a
quite different way.

In a nutshell, both these theories aim to tie the rarity ofrBrgling to the presence of a piece
of unusual and only exceptionally available syntacticattite! The further availability of P-
stranding under A-movement is then dependent on the ekisteha secondary syntactic factor,
which only becomes relevant if the unusual structure bethiacvailability of P-stranding is avail-
able in the first place. In each case, this dependence of toemdary syntactic factor on the first
is what derives the implicational relation between A aridPAstranding. We may schematise the
common logic to the two approaches as follows, where thevarewe meant to be read as signify-
ing necessary but perhaps not sufficient conditions.

(1) a. FACTOR X — P-stranding under’Amovement;
b. FACTOR X + FACTOR Y — P-stranding under A-movement.

In fact, this sort of schema is not logically necessary. Aerotpossibility, which we will in fact
end up adopting, is as in (2).

(2) a. FACTOR X — P-stranding under’Amovement;
b. FACTOR Y — P-stranding under A- or Amovement.

However, most previous approaches to be discussed hereasank(1). The distinction between
them comes in what factor X and factor Y are taken to be. Onemtjference between the
two theories is that the reanalysis theory says that thesengething special about the syntactic
category V (or VP) in P-stranding languages, while the esdsgich theory says that there is
something special about P (or PP). The choices of a proméaxgainent of each type of theory are
as follows:

(3) a. Reanalysistheory(as in Hornstein and Weinberg 1981):
(i) FACTOR X =reanalysis: in languages with factor X, V and any contigugB-
internal material to its right may form a constituent (sfieally, a complex verb
V*) at a particular level of representation.

1The weak and ill-defined notions “unusual” and “only excepéilly available” are, of course, jointly the Achilles
heel of this class of theories. We may suggest, for examipde,a learner will only posit such unusual structures in
the presence of robust, frequent, highly salient, unanthiguetc., data, as opposed to the more abstract and easily
triggered generalisations assumed to be learnt in theaegubuisition of syntax. As far as I'm aware, no-one has
spelt out these notions explicitly enough to make it cleaetlvhr, for example, it is plausible that such a claim can
explain the fact that P-stranding in some branch of Germaagpresumably at some point an innovation with respect
to overwhelmingly non-P-stranding Indo-European. Ona@rgghough, addressing this serious problem lies beyond
the scope of this paper.



(i) FACTOR Y =semantic verbs: in languages with factor Y, V* may behake &
natural predicate semantically.
b. Escape hatch theory(as in Abels 2003):
() FAcTOR X = nonphasal P: P is generally a phase head, but fails to bain la
guages with factor X.
(i)  FACTOR Y = Case suppression: P normally assigns Case to its compigaen
optionally does not do so in languages with factor Y.

Without going into the details of what these choices buy hent it is clear that in the escape
hatch theory, all the action is going on within PP. Wheneveifiwd a property of P-stranding that
cannot be described in purely PP-internal terms, we havaenpal argument for the reanalysis
theory, and against the escape hatch theory. | discuss wtoasguments here. These concern a
second class of marked &xtractions, from constituents which | will call Bare Reas Particip-

ial Adjuncts, which bears a certain structural resembldode-stranding, and also shows a very
similar cross-linguistic distribution to the better-sieni P-stranding pattern, but does not involve
actual stranding of a preposition. Moreover, these extrastpattern crosslinguistically, not with
A’ P-stranding, as might be expected, but with P-strandingiufAemovement. The first argument
that this construction suggests is the following: becahsesyntactic category P has no privileged
place in extraction from BPPAs, the attempt by the escapehiiheory to describe the distribution
of P-stranding in terms of properties of P(P) will be no usarnextension to cover this second
construction. Secondly, the distribution of extractioonfr BPPAs and of pseudopassive within a
given language is determined partly by semantic factor&peng to the matrix VP to which the
BPPA is attached, rather than being purely determined kpifaaenternal to the BPPA or PP it-
self. Seeing as the escape hatch theory relates the aligilabP-stranding to PP-internal factors,
while theraison d&tre of the reanalysis theory is to account for this sort of exdemfluence on
the transparency of a constituent for extraction, this agaan might seem to favour a version of
the reanalysis theory over the escape hatch theory. Gieeattkiliary assumption (certainly not
entirely innocent, but prevalent in the body of researchalsaumes a “principles and parameters”
model of crosslinguistic variation) that it is extremelylikaly that two highly marked syntactic
phenomena should be found in only the same handful of laregjafjthose two phenomena are
unrelated, we derive two potential reasons why our theothede marked extraction phenomena
should make reference to reanalysis as well as edges andibgurodes.

This is not the end of the story, however. Despite this appageidence in favour of the
reanalysis theory, we will end up rejecting reanalysishmgpecific sense described in (3), in this
paper, for two reasons. The first is that serious, and so famswered, criticisms of reanalysis as
a specifically syntactic operation, reproduced in secti@) @rastically reduce the attractiveness
of that theory. The second is that the escape hatch-basedrdaaf P-stranding in Abels (2003) is
the only current theory to give us a way to approach the ca@atilocality property of extraction
from PPs, to be described in section 2.3 below. The challenggen to formulate a version of
the escape hatch theory which dodges the challenges fropreékimus paragraph. This challenge
is addressed in two steps. Firstly, the Case suppressitor fdescribed in (3) is generalised to
apply cross-categorially, and to suppress a wider classaggties than just Case assignment.
The external influence on the distribution of P-stranding extraction from BPPAs is then shown
to be due to general, and independently motivated, comdittm movement and/or passivisation.
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At this point, we are left with an empirically adequate vatiaf the escape hatch theory, with no
need for an independent reanalysis operation in anythkeglhie above sense.

The rest of the paper is laid out as follows. Firstly, in sect?, | go over the two competing
theories of P-stranding in more detail, and show why thepsbatch theory has a clear empirical
advantage. Next, in section 3, | present the second marked of extraction, namely the class of
extractions from Bare Present Participial Adjuncts disedsin Truswell (2007a,b), and demon-
strate their distributional similarities to P-strandirag, well as the sensitivity of extraction from
BPPAs to external factors. Given the above assumptionssithiarities described in section 3
initially appear to argue in favour of a variety of the reaisa theory of P-stranding. | scrutinise,
and eventually reject, that argument in section 4, and engatpe tightrope-walking necessary to
explain how a class of A-movements and a class’efndvements might come to pattern together
in this way, to the exclusion of a second, obviously closelgted, class of Amovements. Finally,
| conclude in section 5.

2 Two Theories of Preposition Stranding

2.1 The Problem

The basic problem raised by the existence of P-strandirfggisdilowing: when it is possible (as
in English or Norwegian), it is utterly unremarkable, to théent that piedpiping of a preposition
frequently sounds degraded or artificial undémAovement, and is completely impossible under
A-movement, for principled reasons, if we accept a Casesdranalysis of A-movement. How-
ever, in the vast majority of languages, P-stranding ishonagy bad. I illustrate the general case
with data from Russian (a relatively liberal language witBpect to Alocality in certain other
respects, as demonstrated most recently in Stepanov 200 Franch, in (4) and (5) respectively,
while the exceptional P-stranding pattern is demonstriatés) for English and (7) for Norwegian,
which allow P-stranding under both'#novement and A-movement (the latter also referred to as
thepseudopassiyeThe intermediate pattern is represented by Danish (8)aatandic (9), where
P-stranding is possible undef-fovement, but not under A-movement.

(4) a. [Otcego]sleduetotkazat'sja  ?
of what follows give up-self
What should one give up?
b. *Cegosleduetotkazat’'sja [ot _ ]?
what follows give up-selfof (Abels 2003:160)
c. *Stul/stule sideli [na_].
Chairnom/LOC sat.3L.IMPF 0N

The chair was sat ofi.

2The choice of case on the subject is somewhat arbitrary hackin other languages discussed below with rich
case morphology: should it bear regular nominative, or th&ecassigned by the preposition? Ungrammaticality
results either way. This case conflictis not sufficient te muit pseudopassive in all languages with rich case systems,
however, given the existence in many languages of non-ratimésubjects. See Maling and Zaenen (192),for
discussion.
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[Dequi] tu parles ?

Of whoyouspeak

Who are you talking about?
*Qui tu parleside__]?
Who you speakof

c. *Jeana étée parlé [de ]
Johnhasbeenspokenof.

=

(?)[To whom] did you speak 2
Who did you speak [to ]?
John was talked [about ] at length.

HvemharPer snakkefmed ]?
Who hasPetertalked with? (Merchant 2001:93)

b. Hanble ledd [av_ ].
He waslaughedat.

(8) a. HvemharPetersnakkefmed__ ]?
Who hasPetertalked with? (Merchant 2001:93)

*Hanblevgrinet [af ].
He was laughedat.

(99 a. HvernmhefurPéturtalad [vido_ ]?
Who has Petertalkedwith?  (Merchant 2001:93)
b. *Egtel Vigdisivera oftast talay vel [um_ ]
| believeVigdis belNF most.ofterspokenwell of.
| believe Vigdis to be most often spoken well‘ofMaling and Zaenen 1990:156)

(6)

P OTp

(7)

=

As Abels (2003), and Bouchard (1982) before him, have emgbéasthe diagnosis of genuine
A’ P-stranding is not completely straightforward, in thatesasxist, such as Québec French (10),
which look at first like P-stranding, but where the depengdaits to exhibit standard characteris-
tics of movement such as subjacency.

3As is well known, English P-stranding variants are presatingainst in traditional grammars but almost uni-
versally attested and judged as fully grammatical by tholse ®ither don’t know or don'’t care about the views of
prescriptive grammarians. The status of the piedpipinguais less clear: to my ears, it sounds unnatural, and the
claim is occasionally made that it is ungrammatical, but #eems too strong: many, if not most, speakers preferably
piedpipe prepositions in some circumstances, dependirsgytiatic and other factors, so optional piedpiping cannot
be dismissed without labelling the language of those spsalsunnatural.

4 It is necessary to use a more complex construction to demateghe absence of pseudopassive in Icelandic,
because of cases which look like pseudopassive, but tutto betfronting of the complement of P und€rdovement,
as in (i).

0] bessaonu eroftast talad vel [um__].
That womanacc is usuallyspokenwell of. (Maling and Zaenen 1990:155)

The raising to object in (9b) controls for the subjecthoodh&f fronted argument: becaugmgdisi fails to undergo
raising to object in that example, we assume fhedsa konin (i) is in an A-position, rather than the subject position.



(20) La fille [queje connaidres bien[le garsqui sort avec ]
Thegirl that I know verywell theguy who goes outwith
(Vinet 1984)

Unlike genuine movement dependencies, this apparent ¢&sstoanding in Québec French fails
to obey the Complex Noun Phrase Constraint, and therefan®ie naturally analysed as a base-
generated dependency between an antecedent and a nullptegipronoun. In that case, the
occurrence of a preposition without an overt complementoissufficient to diagnose genuine
P-stranding by Amovement.

Once such factors are controlled for, the list of languadkesvang A’ P-stranding is very
short, and the list of languages which also allow P-strag@irA-movement is even shorter. Abels
(2003:230), the most thorough investigation | have sests, ¢inly the following: Danish, Icelandic,
and Frisian allow AP-stranding but no pseudopassive (we might add Faroeseéstlistlh, while
Norwegian, Swedish, English, Vata, Gbadi, Prince EdwdeshtsFrench, and possibly Papiamentu
allow both A P-stranding and pseudopassivelwo controversial omissions from that list are
Dutch and German, which have a construction that looks likeralimited form of A P-stranding.
Regular cases of P-stranding like (6) and (7) are impossiliteese languages, as illustrated below
for German, but a limited form of dependency is possible, Imclv a fronted pro-locative occurs,
while the complement of P is absent, and P itself frequeiattgs a special morphological form,
asin (12).

(11) a. *Was hastdu mit gerechnet?
Whathaveyou with counted
What did you expect?
b. *WelchemBetthastdu {in/drin} geschlafen?
Which bed haveyouin/ dr-in slept
Which bed did you sleep in?

(12) a. Wo hastdu mit gerechnet?
Wherehaveyou with counted
What did you count on?
b. Wo hastdu {*in/ drin} geschlafen?
Wherehaveyouin/  dr-in slept
What did you sleep in? (Abels 2003:193-5)

If this is P-stranding, in the sense of fronting of tlve-locative from the complement position of
P, then it certainly has an unusual clustering of propert&si®ng with the special morphology
of the preposition and the choice of locative proforms iadtef regular pronouns, there is the
surprising fact that the morphologically special pregosg such aslrin above never occur with
overt material in complement position. Although this is elidaccepted as genuine P-stranding,
this is not necessarily true, as argued by Ab&#3.3.). Little hinges on this for our purposes
here, however: in terms of the correlation to be proposedvhehe more important fact, which
is universally agreed on, is that Dutch and German do nowalRestranding in pseudopassive

Svan Reimsdijk (1978:133) states that Macedonian is alssadhding language. | have not seen this elsewhere
in the literature, and have been unable to verify what the@ries of Macedonian P-stranding are if this is true.



constructions.

(13) a. *Dezeargumentemnverdenniet[over ] gesproken.
Thesearguments were not about  talked
These arguments were not talked about.
b. *Diese Argumenten sind [an ] gedacht worden.
These arguments are of thought been
These arguments have been thought of. (van Riemsdijk 19482

There are many more mysteries about P-stranding (not leadtatt that P-stranding is possible
even out of many adjunct PPs, a problematic fact that | wilinreto in section 4), but the impli-
cational relation between’AR-stranding and pseudopassive is the mystery that | camterdn
here. In the rest of this section, | describe two theories-sfrBnding that aim to account for this
relation.

2.2 The Reanalysis Theory

Hornstein and Weinberg (1981) propose a theory of P-strgnidiased on an operation igfanal-
ysis which takes V and any amount of contiguous rightward VIe+simal material, and reanalyses
that material as a single derived verb V*. If that materigbfpens to include P, but not its com-
plement, then that complement will behave, post-reargljike a complement of the verb V*. It
should therefore be just as mobile as the complement of drer serb?

14 VP — VP — CP
N /\
vV PP v*  DP DP
P P C
P DP vV P VP
/\
V* tpp
P
vV P

In order to explain the more restricted distribution of tleepdopassive, Hornstein and Weinberg
propose that A-movement must also create subject-predartitulations in which the predicate
must be a “natural predicate”, or “semantic word”. Althoughcomplete proposal concerning the
necessary and sufficient conditions on these notions igpted, Hornstein and Weinberg do offer
a couple of heuristics. Firstly, the meaning of semanticdsanay be determined noncomposi-
tionally, and secondly, no subparts of semantic words dexartial. While this is obviously an
incomplete characterisation, the general logic is claad,ia keeping with that set out in (1): the

6A more subtle version of reanalysis is sketched by van Rigknét9786.2), following work by Chomsky.
On this theory, P belongs simultaneously to V* and to PP, amdsimably) the complement of P is immediately
dominated by both a projection of P and a projection of V*slthien the absence of uniquely determined relations of
c-command and so on which is responsible for the extra ntphifithat complement post-reanalysis. It is not clear
how much of the current criticisms apply to such an approastihe approach has never been developed enough, to
my knowledge, to make the empirical predictions clear.



conditions which must be met for a language to allow pseuskipa formation are a proper super-
set of those which must be met for a language to alldwAtranding. The full set of assumptions
for this theory are listed below.

(15) a. Arrule of reanalysis can form a complex verb V* from \dasther material if:
(i)  That material is contiguous with V (to V’s right)
(i) That material is entirely VP-internal
b. (i) V*isa constituent at a level of representation nodaiten that at which Case
is assigned.
(i) At that level of representation, the “normal” complemteof P behaves as a
complement of V*,
c. (i) VandV*assign objective Case to their complement (eanalysis feeds Case
assignment).
(i) P assigns oblique Case to its complement.
d. (i) Empty categories bearing objective Case are possible
(i) Empty categories bearing oblique Case are impossible.
(iii) Reanalysis must apply in A-movement as well asmovement (otherwise P
would assign oblique case th
e. A-movement is only possible if it meets conditions on Ri&ibn (not explicit in
Hornstein and Weinberg): the sistertahust be a ‘semantic word’ or ‘natural pred-
icate’
(i) Its meaning may be determined noncompositionally.
(i) It cannot include referring expressions as subparts.

The success of this theory even in the domain for which it wessgihed depends on one’s judge-
ments concerning putative minimal pairs. In these minina@lg) the internal structure of PP is kept
constant, but changes in the external environment of ther®Reported by Hornstein and Wein-
berg to lead to differences in grammaticality. 1, appaseatbng with many other native speakers
of P-stranding languages, find these contrasts very milgchwtasts some doubt on the plausibil-
ity of this particular form of the reanalysis theory. The mal pairs contrast extraction from a
VP-internal PP, where reanalysis is claimed to be possibth,extraction from a VP-external PP,
where reanalysis is claimed to be impossible. For examplkewould lead us to expect extraction
from an extraposed PP (16) or from a high (e.g. temporal) Refsd above VP (17) to be impos-
sible, and for P-stranding to disambiguate structural goibes based on attachment height of PP
(18) (all following judgements are Hornstein and Weinbgyg’

(16) a. Who did John/p speak to Harry [about ]] yesterday?
b. *Who did John {p speak to Harry] yesterday [about]? (Hornstein and Weinberg
1981:59)

(17) a. Whodid Johnjp arrive [with__]]?
b. *What time did John\Jp arrive] [at__]? (Hornstein and Weinberg 1981:56)

(18) a. (i) Johnyp decided [on the boatl: John chose the boat.
(i) John [yp decided] [on the boat: John decided while on the boat.
b. (i) Whatdid John\p decide [on_]]? ~ What did John choose?
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(i) *What did John [;p decide] [on_]? ~ What was John on when he made the
decision? (Hornstein and Weinberg 1981:58)

Of course, if these perceived contrasts don’t really existi(@at least in my own idiolect, there may
be some slight preference for the unstarred examples, lthieshbove are basically unexception-
able), then this specific reanalysis theory is scupperedveier, lurking in the background is a
more general challenge: if we assume the availability ofamaéysis operation, then how do we
constrain it? It clearly cannot be allowed to apply freel/tlas would give reanalysis the power to
allow any constituent to behave like the complement of Vdiraj most locality constraints. Sev-
eral works have appeared showing that it is impossible tsttaim reanalysis adequately. These
criticisms are all based on a few assumptions concerninmgahgsis, namely that it literally forms
new syntactic constituents (and possibly erases old d¢aesti boundaries), that it feeds move-
ment, and that the complement of a reanalysed V-P string/bsliiie the complement of V rather
than the complement of P. | reproduce a few of these argunbehdsv. Although | believe that
none of them are watertight, they jointly constitute a sesichallenge to a reanalysis theory, a
challenge that is currently unanswered.

Not all reanalysis can precede all movement Abels (2003) gives an argument (already present,
and sceptically discussed, in Hornstein and Weinberg 7@181h.23 — see also Maling and Zae-
nen 1990:159) which strongly suggests that any attemptw(aicassumes reanalysis as a precon-
dition for movement, and (b) assumes reanalysis operatsgiogs, will not work. This involves
examples like the following, in which the reanalysed stitogtains a trace of movement, as well
as possibly the moved element. This creates an ordering@aravhere some movements would
have to precede reanalysis, which would itself precedééurhovements. Although the argument
is not watertight, and a very specific set of assumptionstabalicity and the timing of different
types of movement might in principle be able to nullify thguwamnent, this at least poses a serious
challenge to this type of reanalysis theory.

(19) a. Whatdid Johns talk to the guyﬁ [about__]] [who was here yesterday]?
+

b. What did youyp talk to the guy [who Peter kisseéan the face] [about ]]? (Abels
2003:252) t |

V and P don’t behave like a constituent If V and P form a constituent at a certain level of
representation, we would like independent evidence treyt behave like a constituent. In fact,
though, many constituency tests show the opposite. For gheamm preposition cannot be deleted
along with V under gapping.

(20) a. Frank called Sandra and Arthur Louise.

7] cannot hope to address every extant criticism of HornstethWeinberg here: there are simply too many. Baltin
and Postal (1996) alone list at least ten empirical probjerhs further formal and conceptual issues, disregarding
footnotes. Hopefully the highlighted problems are repnéstéve, though.

8Personally, | find this contrast somewhat overstated, but¢@nfident that other examples could be found making
the same point.



b. Frank talked to Sandra and Arthur *(to) Louise. (Baltin and Postal 1996:129)

The weakest conclusion that one may draw from this is thatd/Rupost-reanalysis, don’t behave
like a verb. The strongest (apparently adopted by BaltinRwostal) is that they don’t behave like
a constituent. Either, however, is problematic for Horimstend Weinberg’s reanalysis theory, as
it is specifically traces which are case-marked by V (andwrebly T, as subjects are moveable)
which are mobile.

DP behaves like the complement of P rather than the complemenfV  Not every preposition
allows stranding. If we take availability of stranding aagtostic of the availability of reanaly-
sis, then we can compare the behaviour of a DP complement aff &reanalysable P, and of a
non-reanalysable PAccording to Hornstein and Weinberg, the first two shoulderattogether.
However, in many respects, it is the latter two that pattegether. One such example comes from
subdeletion. Without going into details of the analysista$ ttonstruction, it is clear that the two
PPs form a natural class to the exclusion of the preposiées-example, and reanalysability has
no effect on the availability of subdeletion here.

(21) a. Larry screamed more of those words than he didf these words.
b. (i) These people were talked to.
(i) *Jane talked to more of these people than Sally talked tof those people.
c. (i) *Algebra classes should not be acted up in
(i) *Marsha acted up in more of those algebra classes thae dated up in_ of
these algebra classes. (Baltin and Postal 1996:130-1)

Baltin and Postal’s conclusion is that the complement ofWgs behaves like the complement of
P. Of course, this conclusion is contingent on a good manynagsons about levels of represen-
tation and the analysis of subdeletion, but it still posesablem for theories on which all of the
above gaps are complements of V* at some level of represemtat

Reanalysis can’t be limited to VP-internal material This criticism is in fact already present in
Hornstein and Weinberg (1981, fn.25), concerning exam{eghe following.

(22) a. What day did Johrpleave] [on__]?
b.  Which act did Johnjpleave the theatre] [before/after]? (Hornstein and Weinberg
1981:79, examples originally due to David Pesetsky)

Assuming that temporal PPs are VP-external, and (as in ®@mand Weinberg’s theory) even
A’ P-stranding is due to reanalysis, we are forced to conclodereanalysis is not limited to
VP-internal material. Hornstein and Weinberg essentidigmiss the data, implying that such

9The actual examples below use pseudopassivisation as mogtigof reanalysis. This is not in keeping with
the reanalysis theory of Hornstein and Weinberg (1981hdalgh it is consistent with the use of reanalysis in van
Riemsdijk 1978, for example), which weakens this particabample: examples likerhich class did you act up in?
suggest that stranding, and so reanalysis on Hornstein agb@fg’s theory, is equally available in the two cases.
However, the example still carries some force, as the cstritetween subdeletion within a VP and within a PP remains
unexplained.
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sentences are ungrammatical but acceptable, a move thiabtréging consequences for the em-
pirical basis of linguistic theory. The alternative would simply to remove the stipulation that
only VP-internal material can be reanalysed as part of V1,this complicates the mechanism
somewhat (for example, what is the privileged status of Vhwéspect to V*, if material from
outside VP can be included within the reanalysed constif)en

Reanalysis can’t be limited to contiguous material This point is made most forcefully by
Baltin and Postal (1996:130), on the basis of examples fikddllowing.

(23) The bridge was flown (both) over and under.

Communism was talked, argued, and fought about.

The bridge was flown over and then, but only then, under.

Fascism was fought for by Goebbels and (then) against bgddie.

Fascism was fought for by Goebbels and then, but, | assureonly then, against

by De Gaulle.

P20 T oo

What such examples show is that there is no reanalysis oigeanits VP-internal material which
(a) feeds movement, (b) excludes R-expressions (as is s@ge®r “semantic word” formation
according to (15eii) above), and (c) operates on stringsnglasV can be associated with multiple
Ps, at most one of which can be contiguous with V. Likewiseingle P can be associated with
multiple Vs. Adverbials can be interspersed among theseeziés, and these adverbials can freely
contain R-expressions. Accounting for all of this underragka rule of reanalysis applying to
contiguous strings of material leads to a overly powerfol tancapable of capturing the more
restricted distribution of pseudopassives compared tescasA P-stranding.

In addition to this, it should be noted that no current versibthe reanalysis theory is capable
of capturing theantilocality of extraction from PP, to be discussed in the following sahea. We
have, then, quite an array of problems with the reanalysisrih

However, there are some appealing aspects to the reantdgsig. In particular, the theory
is tailor-made to explain the influence of PP-external fesctin the acceptability of P-stranding.
One such case, concerning R-stranding, is that certain prepositions are highly rainicto be
stranded, and in some cases, stranding is completely intp@ss

(24) a. ??Which meal did you watch TV [during]?
b. *Which problems did you get here [despite]?

These prepositions seem to have a common characterigtogh see section 4.3 below for
an alternative perspective): they head PPs attached \@ray. Although it is certainly not
universally true that VP-external PPs disallow RA-stranding (see (22) above for disconfirming
evidence), it is possible that ViRternal PPs always allow AP-stranding.

Further evidence for sensitivity of stranding to PP-exaéffactors comes from the more re-
stricted distribution of pseudopassives. Here, the barxtraaion from VP-external PPs is appar-
ently total, and at first sight, pseudopassivisation fromafwadjunct PPs appears to be generally
impossible (although, again, this will be qualified in sentd.3 below).

(25) a. *Lunch was left [after_].
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b. *This film was fallen asleep [during ].
c. *Jane was [travelled [with ]].
d. *Jane was jumped up and down [for].

Moreover, as predicted by Hornstein and Weinberg (198 ELgspassivisation cannot occur when
a referential DP complement of V intervenes between V andl, @though it is possible across
a nonreferential DP (27).

(26) *Mary was [given a book [to _]].

(27) a. lwas [taken advantage [of]].
b. It's been [taken care [of ]].

c. I've been[made a fool [of ]]!

d. No offense, Congressman Goode, but | think you've jushijpelled rank [on__]].

(http://www.lisnews.org/node/27609)

Even many adverbials intervening between V and P (altholegrlg not all, given examples such
as (23) above) lead to degraded pseudopassivisation.

(28) a. *She was [provided exclusively [for ]] quite adequately.
b. *This matter must be [looked very carefully [into]].
c. *That bed was [slept fitfully [in_]] by Napoleon. (van Riemsdijk 1978:222)

Building constraints such as these into a reanalysis-bdmdy of P-stranding is quite natural,
even if no successful such theory has yet been producedpdbés a challenge to a non-reanalysis
theory of P-stranding: what else could account for theseepet? Although | will not claim to have

a definitive answer in this paper, | will suggest certain stiepvards a reanalysis-free account of
such patterns. This would allow us to account for the emglifhienomena which motivate the
reanalysis theory, without also having to subscribe tortbfematic aspects.

2.3 The Escape Hatch Theory

The other major class of P-stranding theories dates bacirtd&iemsdijk’s (1978) seminal treat-
ment. Concentrating firstly on’Anovement, van Riemsdijk proposed, in a nutshell, to extend
Chomsky’s (1973) theory of subjacency such that PP, in mafdib S and NP, was a bounding
node. Moreover, van Riemsdijk introduced the notion ofeanape hatcha peripheral position
within a projection through which movement must pass swsieesyclically if extraction from
that constituent is to be possible. The specific formulatibthis condition, which has played a
central role in one guise or another in most subsequentidgeoflocality, is as follows.

(29)  The head constraint:
No rule may involve X/X; and Yi/Yj in the structure
X[ Y HOY e e X
(where H is the phonologically specified (i.e. non-null) tiead H' is the maximal pro-
jection of H...). (van Riemsdijk 1978:160)
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The effect of the head constraint is to allow movement out afaximal projection only via a
landing site above the ‘Xevel, in a specifier or adjoined positidf. The parametrised factor
deriving the crosslinguistic patterns is then taken to leedistribution of [Spec,P] positions for
use as escape hatches. By assumption, some languagesdrawatthsome languages do not, and
only those that do have them permit extraction out of PP, @s seP-stranding.

(30) a. CP

Despite the many positive aspects of this theory, Abels326Bowed that it was empirically lack-
ing, for a simple reason: van Riemsdijk’s theory works by mglPP in non-P-stranding languages
behave as a strong island: nothing can escape from PP witinbating the head condition, and the
complement of P has no special status in that respect. Howeagay non-P-stranding languages
nevertheless allow constituents smaller than that comghéto escape PP:

(31)  Uber welchesThemahastdu michnoch mal[ppnacheinBuch ] gefragt?
Aboutwhich topic haveyoume again aftera book  asked
Which topic did you ask me about a book on again? (Abels 20d3:2

It is therefore not possible to construct an empiricallycaade theory of P-stranding based purely
on extractability from PP. Some more subtle consideratigphoase-structural relations within PP
is necessary as well. Abels’ version of an edges theory igded with these considerations in
mind.

Like van Riemsdijk, Abels relates the distribution of Pasiling to the distribution of bounding
nodes and escape hatches, but he introduces significanatmmas compared to the older theory.
One major difference is that Abels works with a descendatitehead constraint, namely a notion
of phasebroadly similar to that of Chomsky (2000), where the nodgoesible for bounding
properties is not a maximal projection, but the head of thajiggtion. A phase head is defined for
Abels as a head bearing unvalued copies of every features hEts two effects. Firstly, a phase
head will be able to establish Agree relations with any adi@ature in its c-command domain, and
thereby induce movement of a constituent bearing that fedtua specifier position. Secondly, a
phase head will act as an intervener for the establishmesuaf Agree relations by higher heads.

10 will only discuss extraction via specifier positions inglpaper. See Chomsky (1986) for some speculation
concerning the distribution of adjoined positions, anddittans on movement through them.
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(32) H P

~
~
~
~

Within a set of assumptions such as this, there is no obvi@ystes reproduce van Riemsdijk’s
parametrised distribution of escape hatches: if a phasdé Haa a universal feature bearer, then
Agree relations and movements to [Spec,H] are available matéer of course on minimalist
assumptions. Instead, Abels allows for crosslinguistitati@mn in the class of phase heads: P is
generally a phase head, but not in P-stranding languages.

So far, this yields only a very minor difference between the types of language: phrases
moving out of PP have to pass through an intermediate largiiegn [Spec,P] in languages where
P is a phase head, but can move in one fell swoop in other lgeguaHowever, there is one
more piece to Abels’ theory: a notion of antilocality. Movem is construed as a last resort
operation: it is legitimate only if it leads directly to thetablishment of new feature-checking
possibilities. Now, if we assume that the closest poss#ibgionship between two nodes (mutual
total c-command) holds between a head H and its complemeragdditional locally determined
feature-checking possibilities could arise from movenwodrthat complement to [Spec,H], and so
such movement is illegitimate.

Putting these two pieces together has the effect of imnsabgithe complement of phase heads:
conditions on attraction and intervention mean that angtli-commanded by a phase head H
can only move past that head if it agrees with H and stops dfspec,H] first of all. But this
option is unavailable to the complement of H, because itrieagaly as close as possible to H,
and so movement to [Spec,H] (or further) is ruled out by lasbrt considerations. Therefore, in
languages where P is a phase head, the complement of P caowveytand so P cannot be stranded,
as desired.

(33) a. When P is a phase head:
(i) CP

Wh/>>\
¢
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Wh S

I\ P Wh

b. When P is not a phase head:
CP

Wh/>>\
C

What does the edges theory have to say about the implicatelation between AP-stranding and
pseudopassive? Here, once again, van Riemsdijk (1978) bets A22003) diverge. Van Riems-
dijk assumes an independent reanalysis mechanism to expiexistence of the pseudopassive.
This is argued (p.233) to void the relevance of the head cainstfor P. We therefore derive the
implicational relation between A- and’Anovement, through a slightly different route from that
schematised in (1) (in fact, a route closer to that which I take in this paper): there are two
factors which can allow extraction from PP, namely the presef an edge position, which is not
sufficient to allow pseudopassivisation, and reanalyskschvallows P-stranding by both A- and
A’-movement. If a language has pseudopassivisation, itfhrer@as reanalysis, and so gets A
P-stranding for free.

The majority of the criticisms from the previous sectiorl stpply to this theory, however,
even if we restrict reanalysis to pseudopassivisation {hateby lose the implicational relation
between A and AP-stranding). | therefore follow Abels (2003) in rejectitings approach to the
pseudopassive. Abels assumes a second parameter, datgrmirether P obligatorily assigns
Case to its complement, or only optionally. If the formeenhCase-driven A-movement of the
complement of P is ruled out. Moreover, this parameter ig melevant in languages where P is not
a phase head, and so the complement of P is not frozen in pld&éas a DP complement which
can't move, then P is the only possible Case-assigner foiiRaand so there will be no visible
reflex of any optionality in Case assignment by P. Abels algeseds, therefore, in capturing the
implicational relation between A and R-stranding, without resorting to reanalysis.

However, because it relies purely on properties of P, antdeflase system, Abels’ approach
to pseudopassivisation is currently ill-equipped to addrie sort of puzzles described in the
introduction. Pseudopassivisation patterns crosslsigailly with a type of A-movement which
does not involve extraction from PPs, namely extractiomfi®8PPAs. Both of these properties
are problematic for Abels’ theory as it stands: the sort de€Csuppression that Abels proposes is
irrelevant to A-movement, where Case is assigned to the foot of the chailth@generalisation
from PP to BPPAs is not there automatically, either. Haviaig $hat, though, the status of Abels’
theory as the only account currently able to explain thel@adlity of extraction from PP means
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that it is guaranteed a place in our overall theory of P-glirejn We may sum up the current state
of this approach as in (34), then.

(34) a. NONPHASAL P — P-stranding under ‘Amovement;
b. NONPHASAL P + FACTOR Y — P-stranding under A-moveme@R
c. FACTOR Y — P-stranding under A- or Amovement.

One task in the rest of this paper is to make an explicit pralpamncerning the nature of this factor
Y. As a first step along this path, let’s introduce the secdasscof marked extractions mentioned
above.

3 Another Marked A’-Extraction

3.1 Bare Present Participial Adjuncts

As crosslinguistic syntactic research has grown in scap@d become increasingly apparent that
English, the object language of most early generative téxtsnusual in a good many ways. P-
stranding is just one of those ways, but English shows a rdgpkefile of possible extractions
in other respects as well. Here, | want to concentrate on ltes ofBare Present Participial
Adjuncts defined as an adjunct headed by a present participle, anthtneduced by anything
such as a preposition or phrases likeorder. As (36) shows, such adjuncts allow extraction in
certain cases.

(35) a. Johncame back [whistling polkas].
b. John lay in bed [readinglysse$all day.
(36) a. Whatdid John come back [whistling]?

b. What did John lie in bed [reading ] all day?

The legitimacy of this extraction is surprising in the liglitmodern syntactic theory (e.g. Uriagereka
1999, Stepanov 2007), where it is generally assumed thedatixin from adjuncts is impossible
(but see Chomsky 1982, 1986 and Cinque 1990 for often-ovkelb equivocations about this gen-
eralisation). However, BPPAs are not alone in this respextraction from many adjunct PPs
is more or less as acceptable as extraction from argument!PHsis suggests an easy analysis
of examples like (36), which would work by assuming that thespnt participial formseading
andwhistlingare, in some sense, prepositional, either literally or bsedhey share some feature
which plays a crucial role in the availability of P-stranglinWWhatever conspires to make adjunct
P-stranding available would then extend straightforwatalthe extractions from adjuncts in (36).
Even disregarding the fact that there is no widely accepgtedry of why adjunct P-stranding
is possible in the first place, this is a pretty unlikely asady but | will also show that it is em-
pirically untenable. The strongest evidence that thingsnaore complicated than this will come
with the discussion of cross-linguistic data in the follagrisubsection, but one piece of evidence

1 do not wish to claim that this exhausts the list of possibtgagtions from adjuncts. Truswell (2007b) shows
that it clearly does not. See the conclusion for some sptesl@omments on how other legitimate extractions from
adjuncts fit into the picture.
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against identifying BPPAs and PPs as the same category iy aivaple one: there is, presumably
universally, no A-movement out of BPPAS, unlike PPs.

(37) a. () Whodidyou speak [to ]?
(i)  John was spoken [to ].
b. (i) Whatdid John arrive [whistling ]?
(i) *The Marseillaisewas arrived [whistling _]?

| have no particularly deep explanation for this fact, bu¢ ossibility is the following: passive
morphology only attaches to verbal heads, and an argumardrdg be fronted by passivisation
if the verbal head that it is an argument of bears passive Inobogy. This rules out (37bii), as
the verbal head thathe Marseillaises an argument of, namelyhistling, does not bear passive
morphology. On the other hand, this does not suffice to rutelmipseudopassive case (37aii), as
Johnis probably not an argument of a verbal head in this case,fanmkiwere to argue thabhn

is really an argument adpeakhere, then that verb is bearing passive morphology, as nesjuif
anything along these lines is correct though, it arguesnagan identification of BPPAs with PPs:
the categorial difference between the two plays a cruclelirothis story.

Although examples like (36) are quite acceptable, theitribigtion within a given language
is far from free. Although lack of space (and lack of knowlefigrevent me from giving a full
account of constraints on extraction from BPPAs here, | givaketch of one salient restriction
below. This involves an interaction between extractiomfi@BPPA and the aspectual class of the
VP that it modifies. To a first approximation, extraction frarBPPA is only possible if the BPPA
modifies a VP that describes an accomplishment or an acheavem

(38) Accomplishment matrix VP: What did John drive Mary crazy [whistling ]?
Achievement matrix VP: What did John arrive [whistling ]?

Point matrix VP: *What did John [notice his brother] [whistling ]?1?
Activity matrix VP: *What does John work [whistling ]?

State matrix VP: *Which magical tune does John know Georgian [whistling?!3

© Q20T oo

The following partially replicates the paradigm in Norwagi as far as | am aware, very much the
same interpretive factors are at work in both Norwegian amedssh, the other two pseudopassive
languages discussed in this paper.

(39) a. Hvilkensangkom han[plystrendepa  ]?
Which songcamehe whistling on
Which song did he arrive whistling?
b. *Hvilken sangjobberhan[plystrendepa  ]?
Which songworks he whistling on
Which song does he work whistling?

2This is ungrammatical ifvhistling is predicated oflohn The reading in whiclwhistling is predicated ohis
brotheris irrelevant here, as it does not instantiate a BPPA stractu
BIn this case, even corresponding declaratives are pregiyaded, but it's the best example | know of.
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This pattern can be accounted for in terms of a condition whigill call the Single Event Condi-
tion, introduced and discussed at length in Truswell (2007, formulated as follows.

(40)  The Single Event Condition:
An instance ofvh-movement is acceptable only if the minimal constituenttaomng the
head and the foot of the chain describes a single event.

Note that the Single Event Condition is formulated as a gdrendition on movement. Justifying
this claim would take too long here, but see Truswell (200@b)kxtensions that deal with pat-
terns of extraction from other classes of adjuncts, as veetha distinction between grammatical
extraction from the clausal complements of bridge verbswargtammatical extraction from the
complements of factive verbs. However, taken in conjumctigth a standard decompositional
theory of lexical aspect, this condition makes quite spegifedictions, which appear to be borne
out.

The decompositional model | have in mind is one according leckva verb phrase can de-
scribe a complex event consisting of maximally two partseragorally extended process, which
immediately precedes a pointlike culmination, or momeningjuistically significant change.

(41)
Change
— CULMINATION
significan
insignifican
PROCESS ,
Time

Varying which of those two components are present givesusgdossible classe'$:

(42) a. PROCESS+ CULMINATION: Accomplishment, achievement
b. PROCESS Activity
C. CULMINATION: Point

d. 0: State

Putting this together with the observations in (38), we atktb the generalisation that extraction
from a BPPA is only possible if it modifies a VP describing aternally complex event (with

process and culmination). To see why this might hold, | adagtidson’s (1967) hypothesis
that verbs are predicates of events. This means that théxmatb introduces an event variable,

14The reason for assuming that the classes line up in this watorgo with the distributional tests given by Vendler
(1957) to determine membership of different aspectuakefisSo classes containing a process component can form
progressives quite freely, and presence or absence of anailon corresponds to thie 5 minutes/for 5 minutes
distinction.
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and the BPPA introduces a separate event variable. Howte6ingle Event Condition states
that movement can only take place across constituentsibiegra single event. It is therefore
necessary for the matrix VP event description and the BPRAtedescription to jointly form a
description of a single complex event, if extraction is tgossible. That requires a configuration
as in (42a), which is what lies behind the explanation forftue that extraction is only possible
from BPPAs modifying VPs describing just such complex esent

This is as much of a sketch of the constraints on extractmm BBPPAs as is necessary here. In
section 4.3 below, we will extend the scope of the Single E@amdition to cover certain patterns
in extraction out of PP as well. Firstly, though, | want toaddish the cross-linguistic correlation
between P-stranding and extraction from BPPAs.

3.2 BPPAs Crosslinguistically

It is well known that P-stranding, under both A- anrAovement, is very rare crosslinguistically.
Although extraction from BPPAs have not been very well stddrom this perspective, initial indi-
cations are that the same is true of them, and that, mordbeee is a significant overlap between
those languages that allow P-stranding and those that elthvaction from BPPAs. English, as we
have seen, allows extraction from BPPAs, as well as P-stignahder both A- and Amovement
(43). So does Norwegian (44) and Swedish (45).

(43) a. WhodidJohn speak [to ]?

b. John was spoken [to ].

c. What did John arrive [whistling ]?
44 a. HvemharPer snakkefmed_ ]?

Who hasPetertalked with? (Merchant 2001:93)
b. Hanble ledd [av_ ].

He waslaughedat.
c. Hvilkensangkom han[plystrendepa__]?

Which songcamehe whistling on
Which song did he arrive whistling?

(45) a. VemharPetertalat [med _ ]?

Who hasPetertalkedwith? (Merchant 2001:93)

b. Skandalenskrattades [at ].
Scandal.thevas laughedt
The scandal was laughedat.

c. Vilkensangkom hanini rummet [visslandepa__ ]?
Which songcamehe in in room.thewhistling on
Which song did he come into the room whistling?

15A parallel exampleHon skrattadesit ‘She was laughed at’, is given as ungrammatical by Maling Zaenen
(1990:162). Although native speakers do consider thistcoction more marginal than, say, its English counterpart,
this seems too strong. Several exampleBfskrattadesit are found on Google, for example. Also, the periphrastic
passive, as in (i), may be more acceptable for many speakbesks to Anders Holmberg for clarifying this point,
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In contrast, most languages allow none of these constngtfoThis is true, for instance, of Dutch
(46), putting aside the question of strandingrbgronouns, and Greek (473.

(46) a. *Hoevel geld hadze [op_ ] gerekend?
How muchmoneyhassheon counted
How much money did she count on? (Abels 2003:187)
b. *Deze argumentenverdenniet[over __ ] gesproken.
Thesearguments were not about  talked
These arguments were not talked about.
c. *Wat isJan [_ fluitend] gearriveerd?
Whatis John whistling  arrived?
What did John arrive whistling?

47) a. *Pjonmiluses me?

who talk.2sG with?
Who were you talking with?

b. *O Janisipothike [me _ ].
TheJohnspeakrAasswith.
John was spoken with.

c. *Ti eftase o Janigtragudhondas ]?
Whatarrivedthe Johnsinging
What did John arrive singing?

The initial evidence in favour of a clustering of these pmbigs is quite strong, then. However,

things get more complicated when we turn to the intermediktes of languages described in
section 2.1, which allow P-stranding unde€riovement but not under A-movement. Surprisingly,
these languages also disallow extraction from BPPAs un@en@dvement, despite the fact that this

among others.

0] Hon blevskrattadat__].
She was laughedat.

18Merchant (2001:92) reports that Matthew Dryer found no exasiof productively P-stranding languages outside
of Germanic, in a 625-language sample. As seen above, théshsically incorrect (the literature mentions Vata,
Gbadi (Koopman 1984), Prince Edward Island French (King Roberge 1990), and possibly Papiamentu (Abels
2003) and Macedonian (van Riemsdijk 1978)) but still ammynénstrates the undeniable rarity of P-stranding. The
guestion of extraction from BPPAs has never been addressedhything like this scale, perhaps unsurprisingly. |
have only tested the hypothesis on most modern varietieseain@nic, most major modern varieties of Romance,
Greek and Russian. Only time will tell whether this proposadelation stands up to scrutiny, given a larger and more
diverse language sample.

170f course, many languages lack anything like BPPAs. Thisoistmie in these two cases, where declarative
examples are fine, as in (i)—(ii), and so the degradationgmthin text examples must be due to the movement.

0] Jan istango’'sfluitend gearriveerd.
Johnis tangoswhistling arrived
John arrived whistling tangos.

(i) O Janiseftase tragudhondas Masaliotidha.
The Johnarrivedsinging theMarseillaise
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latter type of extraction might have reasonably been expetd pattern with AP-stranding. |
illustrate this below for the three major languages knowifit tihis pattern, Danish (48), Icelandic
(49), and Frisian (50%8

(48) a. HvemharPetersnakkefmed ]?
Who hasPetertalked with? (Merchant 2001:93)
b. *Hanblevgrinet af.
He was laughedat.
c. ??HvilkensangankomJohn[flgjtendepa__]?
Which songarrivedJohnwhistling on
Which song did John arrive whistling®

(49) a. HverrmefurPéturtalad [vido__]?
Who has Petertalkedwith?  (Merchant 2001:93)
b. *Egtel Vigdisivera oftast talad vel [um_].
| believeVigdis belNF most.ofterspokenwell of.
| believe Vigdis to be most often spoken well of. (Maling arakeien 1990:156)
c. *Hvad kom Jon [flautandi__]?
What cameJohnwhistling
What did John arrive whistling?

(50) a. Wa hast [ mei] praat?

Who have.&G with talked
Who did you talk to? (Hoekstra 1995:97)

b. *It ideedat Jan [ mei]praat wurdt,is netgoed.
TheideathatJohn with spokerwas is notgood
The idea that John was spoken with is not gédd.

c. *Wat isJan [ fluitsjend]oankaam?
Whatis John whistling arrived

18t is in fact not clear whether Frisian is a genuine P-stragdanguage. Perhaps the most common claim in
the literature, due to Hoekstra (1995), is that exampleh siscthis one are due to the presence of a null resumptive
pronoun as the object ofei along the lines suggested for Québec French in (10) ab®ke.full analysis is that
stranding is only possible in the OV Germanic languages atgmsitions, and that those postpositions are to be
analysed with a null resumptive complement. The differdmet@veen Frisian and, say, Dutch, is that Frisian allows
postpositions in many more cases than the other languagesgeuér, this nonmovement analysis has been challenged
by Abels (2003:185-7) on the basis of a generalisation abouniparatives, which need not concern us here. For
what it's worth, there may not be any real disagreement hi¢rebels’ analysis of Dutch and Germanpronouns
(which does not rely on resumption, and does not involve mmuarg across P) is tenable, then it is straightforwardly
extendable to cover the freer distribution of apparentr®asting in more widely postpositional Frisian, preserving
both Hoekstra’s generalisation about stranding of pogipas only, and Abels’ concerns about comparatives. Which
analysis of Frisian Aconstructions turns out to be correct is of rather seconidgpgprtance for our current concerns.
More important is the fact that pseudopassive in Frisiammigassible. To the best of my knowledge, there is no
disagreement on that point.

191 have marked this example as ?? rather than * on the basiseirdarmant, who said that, given a very
specific set of circumstances (including a D-linkeldkphrase and the particf®), this sentence would be understood,
and an interlocutor would ‘maybe not even frown’ upon hegiitn For other informants, this sentence is still flatly
ungrammatical.
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What did John arrive whistling?

The correct generalisation, then, appears to be thaix&action from BPPAs is possible only
in those languages which allow P-stranding under A-movénienbe sure, the heavy bias in the
languages compared here towards a couple of western Eurégradies means that this conclu-
sion is only provisionaf! but this is the generalisation that | will attempt to explairthe rest of
this paper.

4 The Analysis

4.1 Factor Y and A-movement

We have now gathered a set of relations among the distritmitod three constructions, namely
A’ P-stranding, pseudopassivisation, and extraction frofR8P A P-stranding has a restricted
crosslinguistic distribution, and a fairly restrictedtdisution within a given language. Pseudopas-
sivisation is available in a proper subset of languages witR-stranding, and obeys all the same
restrictions, and more, within a given language. Finakyraction from BPPAs is, it seems, avalil-
able in just those languages with pseudopassivisatiomyiilinow, the restrictions on its distribu-
tion within a given language have been too distinct for dioceenparison. The goals of this section
are, on the one hand, to fill in this blank in the set of relatjaand on the other hand, to account
for them. We have chosen a theoretical construct which i teehiccount for at least the fact that
A’ P-stranding is not universally available, namely paraisation of the choice of P as a phase
head. However, the rest is still up for grabs.

As a first step towards remedying this, consider the follgngeneralisation concerning A-
movement. Why | am starting here will hopefully make sensmsbut for now, the intuitive link
to Abels’ (2003) proposal (see section 2.3) that P only ayatily assigns case in pseudopassive
languages should at least be clear.

(51) A-movement never crosses the maximal projection ofse@asigner.

Given certain assumptions about feature visibility, ittraigihtforward to elevate (51) to the status
of a theorem within the minimalist program. More importgrfior my present concerns, (51)
is certainly empirically accurate, at least for the mostticdrcases of A-movement. Passive is

20As with Icelandic (see footnote 4), it is necessary to carcsta slightly more complex example to see the impos-
sibility of pseudopassive in Frisian, as the basic ordebiisin fact, grammatical.

0] Jan wurdt[mei__] praat.
Johnwas with spoken
John was spoken with.

Hoekstra (1995) analyses this as a base-generated depgadween the “subject” (actually in [Spec,C]) and a null
resumptive, an analysis which explains why such pseuduealiise constructions cannot be embedded in Frisian: the
antecedent of the null resumptive must be in [Spec,C], anchaaot follow € dat (this argument is due to Ger de
Haan).

21 have been unable to find native speakers of these languagbetk whether the correlation holds here too, but
clearly this would be an important next step in this line cfaarch.
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movement from object to subject position, in the absencewfGase assigner (52&%;Raising to
subject is movement from subject to subject position, inabhgence of v* and embedded C Case
assigners (52b); and Raising to object is movement fromestibp object position, in the absence
of a C Case assigner (528.

(52) a. Passive:[tpSubj T [pV [vPV tsubl]
A

b. Raising to Subject: [rpSubj T kv [vpV [1etsus;.- .. ]Il

c. Raising to Object: [pr:tsubj V¥ [prtom 11|

Now, let’s turn our attention to A-movement out of PP. Thedicgon of (51) is clear: P is able to
assign Case, presumably universally, and so A-movemenbtanoss P. Moreover, we can tell an
obvious intervention-based story why such a condition khbald: if Case features intervene in
Agree relations among other Case features, then a DP sholyith® able to Agree for Case with
the minimally c-commanding Case assigner. This gives usisorewhy A-movement out of PP
is generally impossible: P is perfectly capable of assigi@ase to its complement, and so more
remote Case assigners don’t get a look in.

So far, so good. This much of the account is, in fact, commothéoapproaches of Horn-
stein and Weinberg (1981) and Abels (2003), anachronisids.ashe next step is to account for
the exceptional availability of A-movement of the complemef P in English, Norwegian, and
Swedish. Here, too, I continue to follow the earlier acceur@pecifically, | assume that, in the
exceptional cases in which pseudopassive is possiblesthecause the case-assigning properties
of P are somehow suppressed. In Abels’ theory, this is takenpaimitive, whereas for Hornstein
and Weinberg, it is a consequence of reanalysis, but theoméds the same, in this respect at
least. We can now ask what this buys us, and given generahigétl), the pseudopassive case is
now straightforward. P is, under normal circumstances,se@asigner, and so A-movement past
P is unnecessary, and so impossible for economy reasonseudquf P’s ability to assign Case is
suppressed, A-movement past P is no longer problematicafiueanent cannot receive case from

P, but also cannot receive case from V, as with the regulaiyisand so is forced to raise.
v v

(53) @ *[reDR T [passiassypV-en [peP; case tolll]

e
sy

b.  [rpDP T [passi’ass ‘[/Pv'en [PPb[—Cas¢ top]]]

22This way of talking assumes the position in Chomsky (200&dpading to which the Case-assigning abilities of
T and V are ultimately due to the locally c-commanding strphgse heads C and v*.

23Questions arise about successive cyclicity in this con#&xhovement may well be successive-cyclic, but if it is,
it would appear on this line of thought that this is a consegeef the EPP rather than anything narrowly related to
Case or, say, strong phases.
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That does not obviously overgenerate. We now assume thaty®nmaay not assign Case to its
complement in pseudopassive languages. A similar assomakiout V is standard, in order to
cope with optional objects. If P fails to assign case to itmplement, V would be the most local
c-commanding Case assigner, under normal assumptiossdt clear that we would expect any
visible reflex, if V were to assign Case to the complement @iy if both V and P fail to assign
Case to P’'s complement will pseudopassivisation be neggessal so, by economy conditions,
possible. A combination of Case- and theta-theoretic ciemations conspire to limit that possi-
bility to just the cases under consideration, among grancalaxamples. We may therefore offer
a provisional analysis of the implicational relations be¢w A P-stranding and pseudopassive as
follows, essentially as in Abels (2003).

(54) FACTOR X AND FACTOR Y (first pass):

a. NONPHASAL P — P-stranding under /Amovement;
b. NONPHASAL P + CASE SUPPRESSION ONP — P-stranding under A-movement.

However, there is as yet nothing in this story to explain thererrestricted distribution of pseu-
dopassive relative to’AP-strandingwithin a given language. Moreover, we don’t know why Case
suppression should allow’Zxtraction from BPPAs. This latter problem is the focush# hext
subsection, following which | return to restrictions on pdepassivisation.

4.2 Factor Y and Phases

We now have a theory (essentially from Abels 2003) of thesthoguistic relation between’A-
stranding and pseudopassive. This section hopes to show tiadural extension, plus a couple of
auxiliary assumptions, can account for the fact that laggsavith pseudopassive allow extraction
out of BPPAs as well.

The first tool we need is a distinction between uninterpietdatures and selectional require-
ments. This distinction, in fact, seems like a natural onegeneral grounds. The selectional
requirements of a head are satisfied very locally, on mosteqtions. On the other hand, uninter-
pretable features are what allows for action at a distancieoformation of nonlocal dependen-
cies, in syntax. The dividing line is a natural one, then.

To make the connection between pseudopassive amgataction from BPPAs, | need to make
some more specific assumptions about which relations corderuhe heading of “selectional
requirements”, and which are mediated by uninterpretadtufes, and Agree relations involving
them. Firstly, | assume that Case assignment is mediatedibjeupretable features on the Case-
assigning head, as in standard minimalism. This is to bea&gdef the local/nonlocal division
suggested above is accurate: although Case-assignmeadjihtly very local, it may occur at
a distance, perhaps in expletive—associate constructmscertainly in examples of Case-driven
A-movement, if the minimalist assumption that movementigeath by Agree is correct. Secondly,
| assume, with Abels (2003), that phase heads are definechynihterpretable features that they
bear, although | remain agnostic about exactly which festghould be implicated in this move.
When P is a phase head, then, it bears certain uninterpeefaditiures that are responsible for
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its behaviour as a phase, and when P is not a phase head, gabse$ are absefft. Typical
subcategorisation, however, is a regular, local, seleaticequirement, distinct from the Agree
system. Moreover, | need the following stipulation.

(55) a. The present participle in BPPAs is always a phase. head
b. The phasehood of prepositions is subject to crosslitigwariation (Abels 2003).

Now comes the leap. | described factor Y in the previous sttliseas an operation which sup-
presses P’s ability to assign Case, while preserving ieciehal requirements. On the current pic-
ture, this means that factor Y removes (or somehow rendeongequential) the uninterpretable
features on P that drive Case assignment. Let's now gesetlis toall uninterpretable features.

(56) FACTOR Y =feature suppression:

a. Itremoves (or renders inconsequential in some other waiyXerpretable features
on a head X;
b. It preserves X’s selectional requirements.

It should be clear that the pseudopassive story from thaqarssubsection fits this description.
Let’s now see how this extends to extraction from BPPAs. BeedBPPAs are always headed by
a phase head, extraction of the complement of BPPAs is dgnargossible, according to the
antilocality considerations of Abels (2003).

(57)  *epWh C... bplveV ... ] [vigplyn V-INGuF,...uF, twhll]

R B

However, feature suppression is able to apply to the prgsetitiple, removing its uninterpretable
features. Because phase heads are defined in terms of sticte$edhis has the effect that the
present participle no longer behaves as a phase head. ttodres; therefore, straightforward.

(58)  [epWhC... lplvpV ...] [vi,PV-ing twn]l]
V\—/

So the same mechanism that suppresses P’s ability to asagmi€the pseudopassive can also
suppress the phasehood of a BPPA. This is what derives ti@linsurprising crosslinguistic cor-
relation between a type of A-movement (pseudopassive) dgdeaof A'-movement (extraction
from BPPAs)?®> Note that the assumptions above also capture the one-wdicatipn between
pseudopassive and R-stranding, but along the lines of schema (2a) in the inictdn (or van

240ther uninterpretable features may still be present, hewenonphasal P can still assign Case, which is assumed
to be mediated by uninterpretable features.

251t does, however, make a prediction that extraction of maepty embedded constituents from within BPPAs,
such as (i), should be grammatical even in languages whémcérn of the complement of the present participle is
impossible.

0] Who did John come back{f, saying [that he had mejt]]
| don’t have any reliable data to test this prediction. Itresg¢o me that it is very likely to be wrong, but | will have to

leave the reason why for future research.
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Riemsdijk 1978, for that matter), rather than (1). The alality of nonphasal P in a language
is independent of the availability of feature suppressibtowever, the former allows only ‘A
P-stranding, while the latter P-stranding under both A- Afdginovement. If pseudopassive is
available in a language, then, feature suppression isadlail And if feature suppression is avail-
able, then it can apply to P, removing its uninterpretabdéuiees and preventing it from behaving
like a phase head. This allows R-stranding, which means that-Afaovement of the complement
of P is always possible in languages with pseudopassive.

On the other hand, following Abels, P can sometimes fail t@lpghase head independently
of reanalysis. This has no bearing on the A-movement patéanich cares only about the Case-
assigning properties of P, but it does allowrAovement of the complement of P. This is where
the crosslinguistic one-way implication that pseudopasisinguages always allow R-stranding
comes from. We therefore have the final version of the factosving P-stranding under A- and
A’-movement.

(59) FACTOR X AND FACTOR Y (final version):

a. NONPHASAL P — P-stranding under Amovement;
b. FEATURE SUPPRESSION — P-stranding under A- or Amovement, A-extraction
from BPPAs.

This gives us the bare bones of a theory able to capture tisslorguistic generalisations laid
out in this paper. However, so far, we have nothing to say alesitrictions on the operations
in question within a given language. In actual fact, | hopéréat these as a logically separate
issue, concerning the interaction of general conditionsmomement and passivisation with these
particular constructions. The following subsection spelit the details.

4.3 Limits on P-stranding

To this point, this paper has introduced just two sets of tairgs on movement. The first concerns
the cyclicity-inducing and antilocality properties of [geeheads, themselves derived from general
considerations of economy and feature visibility. The secis the Single Event Condition (40),
repeated below.

(60)  The Single Event Condition:
An instance ofvh-movement is acceptable only if the minimal constituenttaoring the
head and the foot of the chain describes a single event.

This condition was motivated above with reference to eximacout of BPPAs, and in fact, | will
have nothing more to say about the limits on extraction frdaiPBs in this paper. Firstly in this
section, though, I will show that this condition also doesisavork in regulating the distribution
of examples of P-stranding in a given language. This wilvprto be the last word in this paper
on restrictions on Aextraction from PP. However, more will have to be said comicg the more
restricted distribution of pseudopassivisation, illagtd in section 2.2. | will argue that the extra
restrictions in this case come from general constraintsamsigisation, pseudo or regular.
Turning first, then, to the effect of the Single Event Comliton extraction from PPs, | wish to
distinguish between two ways in which a PP’s denotationd@oikract with an event description.
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Firstly, the PP could further specify the nature of the ewermjuestion, in the way familiar from
Davidson (1967), for example by specifying an extra pgéaot in the event (61a). Secondly, the
PP could introduce a relation between the event describ#iteimatrix VP and a second event
(61b)2°

(61) a. dJdey.(P(e) Awith(eyy))
b. Jep,e.(P(er) Aduringler, e))

Representations like (61a) clearly satisfy the Single Ew&@mdition, as they only contain one
event variable. In cases like (61b), however, the issue i®moudy. Clearly, two event variables
are involved, but can the two be construed as subevents gjer laacroevent?

Space reasons prevent me from justifying this responsé,dugigest that whether representa-
tions like (61b) are acceptable depends primarily on the tffperceived relation between events.
Purely temporal relations, for example, such as that tyigieapressed byuring, will not satisfy
the Single Event Condition. However, if the two events carctwestrued such that one of the
events is perceived as (roughly) causing, enabling, oringatd the other (call such a relation a
contingentrelation), then the Single Event Condition will be satisfigdich in the same way that
it was satisfied despite the presence of multiple distinbegants in the discussion of extraction
from BPPAs in section 3.4/

Although the reasons for adopting such a position are no tdguilte obscure, it does make
some predictions. Firstly, ‘Astranding of prepositions which do not relate two eventsikhbe
quite free (in languages which allow it at all). That seem$éeocorrect. adverbial PPs speci-
fying additional locative, benefactive, instrumentalddaccompaniment” arguments (call them
qguasiargumenjsall allow extraction roughly as easily as regular argurakRPs.

(62) Which room did you meet [in ]?
Who did you do that [for ]?
What did you make that [with ]?
Who did you go there [with ]?

Who did you rely [on_]?

® Q0T oo

Secondly, when there is no chance that two events can bergedstuch that one leads to the
other, then the Single Event Condition should always beatgol, and so extraction from PP should
always be impossible. Again, that seems to be true.

(63) a. *Which problems did you get here [despitg?
b. *Which arguments do you believe that [notwithstanding??®

26Here,with andduring are taken as indicative of the families of relations in gioeste, with or without subscript
numerals, is a variable over events, and y is a variable odériduals.

2'The reason for stipulating that only events related in suaps/can form a single event comes partly from formal
semantic considerations, explored most fully in von Stec{002), and partly from evidence concerning sequences
of events are perceived as forming a single larger evenk&Zand Tversky 2001, Wolff 2003). | refer the interested
reader to those works, and to Truswell (2007b, ch.2), fasudision.

28T0 be sure, there are complicating factors in the casefithstandingfirstly because of its weight, and secondly
because it seems to vary between prepositional and postpasiuse. The few postpositions in English universally
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Finally, when a preposition specifies a relation whichampatiblewith a construal with a contin-
gent relation, but does not entail such a construal, we stfoud a degree of variability, depending
on how plausible the contingent construal is. Once agagt, $hems accurate. A preposition
such agluring, for example, is generally considered not to be strandabltesome speakers allow
stranding even here if a contingent construal is availabid,such cases are much more common
with beforeandafter, for example.

(64) a. *Which meal did you read a book [during]?
b. %Which play did you fall asleep [during ]?

We find, then, that, on a certain conception of what it mear®ta single event, the Single Event
Condition actively constrains’A-stranding as well as extraction from BPPAs. When we turn to
pseudopassivisation, we certainly don't find any countmgxes to the Single Event Condition
(pseudopassivisation is possible in a proper subset ofrtvieoements in which AP-stranding is
possible, and so if AP-stranding does not provide counterexamples to the Skbegat Condi-
tion, then pseudopassivisation cannot). This means, famele, that adversative PPs headed by
despiteor notwithstandingfor example, are no more strandable under A-movement thderu
A’-movement.

(65) a. *My fears were [often travelled [despite]].
b. *Those public order laws were [regularly drunk [notwitnsding__]].

However, the effect of the condition is less obvious becadisiee additional restrictions on pseu-
dopassivisation, to be discussed below. Firstly, in manthefcases such as (65), wheré A
extraction is dependent on a particular construal, pseagkigisation is universally impossible.

(66) a. %Which play did you fall asleep [during]?
*This play was fallen asleep [during ].

b
(67) a. Which meal should we leave [after]?
b. *This meal should be left [after_].

Secondly, (68) shows that even adverbial PPs specifyingiadal quasiarguments don’t gener-
ally allow pseudopassivisation (although we will come bpossently to some exceptions): only
regular PP arguments productively allow pseudopassigisat

(68) a. *Thisroom was met[in_].
b. *Jane was jumped up and down [for].
c. *Jane was [travelled [with ]].

(69) a. Johnwas [spoken [to]].

disallow stranding, as far as | am aware, for reasons thatltwgo into here (but note the tantalising correlation that
only postpositions can be stranded in OV Germanic langyaggge apparently only prepositions can be stranded in
this VO Germanic language).

0] a. *Which worries should we go ahead [ aside]?
b. *How long did you get here [ ago]?

28



b. John was [relied [on ]]
c. Stuffed toy being [trifled [with _]] by fire tongs (title of an Edward P. Gorey illus-
tration)

The workings of the Single Event Condition are pretty th@fuy obscured at first sight, then.
In fact, 1 have nothing much to offer concerning the first oddé restrictions: perhaps feature
suppression, and so pseudopassivisation, is restrictezhits whose maximal projection is a sister
of a projection of V. The fact that the PPs participating itealations like (66)-(67) are always
attached VP-externally would then explain this differen¢dhave no independent evidence for
such a claim, howeveé?

However, | do want to show that the general absence of exarhkée(68) can be motivated on
the basis of general constraints on passivisation. Onse tie controlled for, such examples are
much improved, in accordance with the Single Event Conwlitio

This is just one example of a general claim | hope to defenchehathat the more restricted
distribution of pseudopassivisation compared tdPAstranding is due to the fact that pseudopas-
sivisation moust obey all the constraints thatPAstranding obeys, plus independent constraints
on passivisation. Once both factors are controlled for,ifeamy restrictions need to be attributed
to the mechanisms that permit pseudopassivisation. Ano#se in point concerns the generalisa-
tion mentioned in section 2.2 that pseudopassivisationaatake place across a referential noun
phrase or many adverbials, unliké R-stranding, but can take place across a nonreferential DP
forming part of an idiom chunk.

(70) a. *Mary was [given a book [to ]].
b. Who did you [give a book [to _]]?

(71) a. *She was [provided exclusively [for ]] quite adequately.
*This matter must be [looked very carefully [into]].
*That bed was [slept fitfully [in_]] by Napoleon. (van Riemsdijk 1978:222)

b
c
(72) a. lwas [taken advantage [of]].
b. It's been [taken care [of ]].
c. I've been[made a fool [of ]].
d. No offense, Congressman Goode, but | think you've jushijpelled rank [on_]].

(http://www.lisnews.org/node/27609)

We will come back to this set of facts below, but first, let'sicentrate on the generalisation that
pseudopassivisation out of quasiargumental PPs is fréigubgraded. The first thing to note here
is that the generalisation is not exceptionless, as theviatlg shows.

29Even more speculatively, such a restriction could alsoarEome pervasive idiolectal variation in the accept-
ability of examples like (66a) and (67a). If feature suppi@s is restricted to heads of VP-adverbials, and if feature
suppression is sufficient to allow’ R-stranding as well as pseudopassivisation, then the adsilple positive evi-
dence in a pseudopassive language for a nonphasal P headhgheoute to AP-stranding) would be stranding of a
temporal preposition such afteror duringon a contingent construal. Such examples are few and faelestvand so
it is quite possible that many language learners would newveounter the robust positive evidence needed to postulate
a nonphasal P in such a language. In such a case, commueie#ficiency would be hardly, if at all, affected by
this different parameter setting, and would only show ughimfact that some people are much less willing to accept
examples like (66a) and (67a) than others (see, for exartm@idgements given in Hornstein and Weinberg 1981).
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(73) a. Thisclass has been [messed around [jihfor the last time!

John has been [walked out [on]] more often than anyone should have to bear.

c. This trampoline has been [jumped up and down [o}} for years, and it's as good
as new.

=

It seems that the difference between acceptable case¥Bkaid unacceptable cases like (68) is
due to a general semantic difference between active and/pasntences. While this difference
is notoriously hard to pin down, it shows up in the followingptexamples.

(74) a. Merlinis looking for a unicorn.
b. A unicorn is being looked for by Merlin. (Fiengo 1974:51)

Unlike (74a), (74b) seems to imply the existence of a unicamtd also suggest that it is being
affected, in some sense, by the seathis affectedness constraint plausibly explains why many
statives resist passivisation.

(75) a. *Fouris equalled by 2+2.
b. *This table is resembled by that table.
c. *French is known by John.

This suggests a reason why quasiargumental PPs generaltyatiow pseudopassivisation, but
occasionally do. The sort of argumental roles expressedubgigrgumental PPs don't generally
affect the complement of the preposition, which means thatt DP is generally not a fit subject
for a pseudopassive clause. This is true of all the exampl¢6d) above. However, it is not
always true, and (73) lists some of the cases where the pgassigised subjeds affected by the
event in question. We can sharpen this to some extent by iadogr independent heuristic test
for affeci;[sedness: if a phrase can follevinat happened to NEhen NP is affected by the action in
questior’t

(76) a. What happened to John is that he was walked out on.again
b. #What happened to this room is that it was met in.

Considerations along these lines also suggests why so ntaeptable examples of pseudopas-
sivisation out of quasiargumental PPs, like those in (#®)uide phrases likence too oftenor for
the last time— one of the uses of such phrases is to imply that the actionestipn does have an
effect, when this may not be so clear otherwise.

A further difference which falls out from this approach istlhere is a clear distinction be-
tweenwith expressing accompaniment and instrumewnttd in this respect: the latter allows pseu-

3ONote that nothing changesstekreplacedook for. This suggests that the effect is due to passivisation, ahd n
specifically to reanalysis in the pseudopassive.

31This has to be treated as a one-way implication, unfortiyafdis is because of a wrinkle in what it means to
be “affected” in the above discussiofhis penin (77a) below is possibly not affected in any material semg¢he
repeated writings, but itstatusas a pen of distinction is due to its long years of services Thapparently enough to
allow use of the pseudopassive, but not enough for sometbiogunt adhappening to NPPerhaps a disjunctive test
could be formulated, where every legitimate use of the pspassive is because what happened to NBr what sets
NP apart/makes NP specjdiut | leave this matter for the future.
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dopassivisation much more readily than the former.

(77) a. This pen has been [written [with]] every day since the death of Mr. Biro.
b. This broken shovel has clearly been [shovelled [witR rather too enthusiastically.

(78) a. *My brother has been [travelled [with ]] every day since his birth.
b. *lI was [walked [with__]] for a while, but now I’'m walking on my own again.

This is because using an object for some purpose is morg likedffect that object than simply
having that object accompany you. However, if an accompeanimelation does have some more
important effect on the pseudopassive subject, then ckse§/B) become more acceptable. For
instance, in (79), the accompaniment relation is what léattse children in question being safe.

(79) ?Children are [travelled [with ]] at all times by accredited childminders.

It may initially seem like the affectedness requirementid@ccount for the discrepancy between
A- and A'-stranding out of temporal PPs as in (66)—(67) above. Howeveinimal pair shows
that something beyond affectedness is at work here. In themMog, the meaning is very much
the same in terms of the reviewers’ response to the film, ape#ect that this may have on (the
status of) the film. However, (80a) is fully grammatical, 1eHi80Db) is flatly unacceptable.

(80) a. What happened to this film is that it was walked out oflbgens of reviewers.
b. *What happened to this film is that it was walked out durigglbzens of reviewers.

This suggests that semantic factors alone cannot accautmi$aliscrepancy, and the reason must
lie in the syntax, plausibly of feature suppression. Howexease like this where the affectedness
requirement fails to ameliorate a case of pseudopassoisanly highlights how strong the effect
is in other cases. | conclude that the apparent restrictiggseudopassivisation to argumental
PPs is not fully general, nor specific to pseudopassivesiabér springs from the affectedness
requirement on passives in general. There is no need foheory of P-stranding to account for
this, then.

The same moral is suggested by the generalisation thatgassivisation is impossible across
a referential DP complement (70). Once again, this recalksreeral property of passivisation. To
see this, consider the following well-known paradigmm.

32Things are, of course, more complicated than this. Passieisacross a pronominal object is relatively accept-
able, and languages like Norwegian and (marginally) somghdm English dialects allow passivisation across a
proper name.

0] a.  Abookwas given him.
b. Eiklokkevartgitt John __.
A watch wasgivenJohn.

Note that these examples also plausibly violate the affimetes requirement discussed above. Intuitively, at least,
these sentences are more about what he/John got than wipsnteaito the passive subject. This suggests that these
examples behave unlike canonical passives in other resfmectCertainly, | am unaware of any cases in which pseu-
dopassivisation across a pronominal object is possiblengligh. It remains to be seen whether pseudopassivisation
in Norwegian, which is known to be more liberal than in Englis some respects, can apply across intervening DP
objects, as this would appear to predict. If not, furtheronimodifications would be necessary to allow some more
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(81) a. (i) Billgave John a book.
(i)  Bill gave a book to John.
b. (i) Johnwas [given_a book].
(i) A book was [given__ to John].
c. (i) *Abook was [given John ].
(i) *John was [given a book to ].

There have been plenty of analyses of this pattern over thesyand | won'’t add to them here,
but one salient fact is that no referential DPs intervena/eeh the main verb and NP-trace. This
bears a clear resemblance to the restriction on pseuduejsasgin noted above.

Of course, what is missing from this paradigm is aayreferential DPs in regular passive con-
structions to check whether passivisation across such & péssible. What we would need here
is something of the form V X NP(nonref) NP, where X is gengrakro. However, | am unaware
of any plausible candidates for such a configuration: in nidi@matic V NP NP constructions,
such agyive NP thanksit is the first NP which is referential. Meanwhile, otheryéle poten-
tially relevant configurations, such as V [P NP] NP, don'tsexn the base in English. As far as is
testable, then, there is a clear parallelism between passit pseudopassive in this respect too:
neither operation can apply across a referential DP. Onaanathis means that it is no longer
necessary to construe this as a condition on P-strandilf) its

Finally, we turn to the generalisation that adverbialsrveaing between V and P block pseu-
dopassivisation (71). Here again, there are counterexanpghses like the following are quite
acceptablé?

(82) a. John has been [talked sternly [td].
b. This door has been [leaned heavily [or]] once too often.

Again, the clearest difference between (71) and (82) is dradfectedness. It is the fact that the
door was specifically leant heavily on, rather than justtieesm which had the (inferred) effect of
breaking the door in (82b). But in (71c), for example, the that Napoleon slept in the bed is
what sets the bed apart — the fact that Napoleon §képity in the bed doesn’t add anything more,
under normal circumstances, to our impression of the bee gEmeralisation, therefore, seems
to be that, in English at least, passivisation is only pdesitall the material between V and the
trace describes ways in which the passive subject was affeblote that this generalisation, once
again, is stated in terms of passivisation rather than fpaity pseudopassivisation. Whether this
is accurate or not is impossible to test, given the stricd@elcy conditions holding between a verb
and its object in English. It is at least, however, possibé this is accurate, and so not necessary
to to account for this effect within our theory of P-strarglin

In sum, | have tried to argue that it is at least plausible toaistraints on P-stranding do not
have to be built into our characterisation of the mechanlhosving P-stranding itself, but rather

external influence on the operation of feature suppression.
33However, once again, there does seem to be some effect af limervention or height of attachment, which
remains unaccounted for here, as the following contrastsho

0] This matter must be (very carefully) looked (*very carkyyf) into (very carefully).
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can be factored out into a general constraint on movemeatSihgle Event Condition) and two

general constraints on passivisation (the affectednegsreanent and the condition that only the
nearest referential DP to the verb can be passivised). I tianke a story about why these effects
should hold, but the important point here is that they arespetific to P-stranding constructions.
This leaves us free to state the conditions allowing P-direnin the maximally simple and general
fashion adopted in section 4.2.

5 Summary and Conclusion

By now, we have quite a toolkit at our disposal. The assumptilargely independently motivated
but assumptions nonetheless, include the following.

Case assignment is mediated by uninterpretablarésat

Phase heads are defined by the presence of certain unatédip features.

Uninterpretable features in the above sense are diftomotstrict subcategorisation.

The phasehood of P is subject to parametric variation.

The head of a BPPA is universally a phase.

Antilocality holds: there is no movement from the comptarhposition of a head H

to [Spec,H].

g. The Single Event Condition holds: the path crossed by aoyement dependency
defines a constituent that describes a single event.

h.  A-movement never crosses a Case-assigner.

i.  Passivisation affects interpretation: a passive suligetaken to exist, and to be af-
fected by the predicate expressed by the material betweenV, a

j-  Anoperation of feature suppression is available as a ethdption.

(83)

00T

The goal of this paper has been to use this toolkit to derieeptioperties of three separate con-
structions, characterised by the following crude equatin

(84) a. Extraction from BPPAs = feature suppression'-madvement.
b. Pseudopassive = feature suppression + A-movement.
c. A’ P-stranding = nonphasal P +-Aovement.

The next three subsections are dedicated to showing tisagithes the right clusters of properties
for the three constructions.

5.1 The Toolkit and Extraction from BPPAS

By assumption, the head of a BPPA is universally a phase jwh&ans that it universally bears the
requisite uninterpretable features to make it a phase,Alsats (2003). This means that extraction
of the complement of a BPPA is ruled out by antilocality cdesations unless feature suppression

34The fourth logically possible combination, nonphasal P avement, would not be very interesting on this
story, as nonphasal P is still a Case assigner and so cagdideking A-movement, according to (83h).
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is available to remove the uninterpretable features frommhdad and so stop it behaving like a
phase.

If extraction from BPPAs is possible in a given languagentie only part of the toolkit which
will constrain its distribution is the Single Event Conditi We saw in section 3.1 that this was
indeed the case, on the basis of the following paradigms &aglish and Norwegian.

(85) a. Accomplishment matrix VP: What did John drive Mary crazy [whistling ]?
b. Achievement matrix VP: What did John arrive [whistling _]?

c. Point matrix VP: *What did John [notice his brother] [whistling ]?

d. Activity matrix VP: *What does John work [whistling ]?
e
a

State matrix VP: *Which magical tune does John know Georgian [whistling?

(86) Hvilkensangkom han[plystrendepa  ]?
Which songcamehe whistling on
Which song did he arrive whistling?

b. *Hvilken sangjobberhan[plystrendepa  ]?
Which songworks he whistling on

Which song does he work whistling?

The explanation for this pattern came from the interactibthe Single Event Condition with a

typical decompositional theory of lexical aspect, leadmthe generalisation that extraction from
a BPPA is only possible if it modifies a VP describing an ing&disncomplex event, such as an
accomplishment or achievement.

5.2 The Toolkit and A’ P-stranding

There are two ways in which it may be possible for to extragtbmplement of P by Amovement

in a given language: either P is not a phase in the languaggeistion, or it is a phase, but feature
suppression is available to remove the uninterpretabtarfesthat lie behind phasehood. The fact
that the latter mechanism, but not the former, also allovisaeton from BPPAs explains why
there is a one-way implication between these two constmstiwhenever extraction from BPPAs
is available, feature suppression is at work behind theeszeamd so AP-stranding is possible.
However, A P-stranding could also be possible simply because P isiriaagin the language in
guestion, which would not be sufficient to allow extractioonmh BPPAs.

Moreover, because of the very impoverished conceptionatfife suppression that we have
arrived at, these two routes td R-stranding are currently empirically indistinguishab®oth
have no consequences beyond the fact that P doesn't bearfeatuees that it usually does, and
doesn't behave like a phase as a consequence.

If A’ P-stranding is possible at all, then, the only factor fromtibolkit that will actively con-
strain its distribution is, once again, the Single Event @ton. The predictions of the condition
in this case are that extraction from quasiargumental PBsldibe freely available, extraction
from PPs expressing necessarily noncontingent relatiommg events should be impossible, and
that there should be a degree of variability concerningral ttlass of PPs which express relations
among events that are compatible with contingent relatibnsdo not entail them. All of these
predictions were borne out.
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(87) a. Which room did you meet [in ]?
b. Who did you do that [for ]?

c. What did you make that [with ]?
d. Who did you go there [with ]?
e
a
b
a

Who did you rely [on_]?

*Which problems did you get here [despitd?
*Which arguments do you believe that [notwithstandingf?

. *Which meal did you read a book [during]?
b. %Which play did you fall asleep [during ]?

(88)

(89)

5.3 The Toolkit and Pseudopassive

We assume that prepositions are generally able to assigntGakeir complements, and that A-
movement across such a Case assigner is generally imposBigéudopassivisation is therefore
impossible unless the uninterpretable feature behind B&@ssignment abilities is suppressed.
The fact that pseudopassivisation relies on the exact sassbanism as extraction from BPPAs
explains why the two are found in just the same languages.fadtidghat this mechanism is one
way, but not the only way, of allowing’AP-stranding explains why all languages with pseudopas-
sivisation and extraction from BPPAs also allowRAstranding, but notice versa

However, the distribution of pseudopassives is more @sttithan that of Apassivesithin
a given language, as well as crosslinguistically. Partly,hypothesised that this may be due to
a constraint on feature suppression such that it can onlly apphe head of a sister of a projec-
tion of V. Ideally, though, we would like it to follow as far g@ssible from more general factors.
We saw that the effects of the Single Event Condition areelgrghasked in the case of pseu-
dopassivisation, although certainly no counterexampleeviound. However, other constraints
on pseudopassivisation were shown to restrict the digtobwf the passive in general, rather than
just its P-stranding variant.

The first such constraint is that the passive subject mustdaghly, affected by the event
described in rest of the passive sentence. In the case ddhtar passive, this is seen most clearly
in the unacceptability of the passive of many states (75),iampseudopassives by, for example,
the distinction between passivisation of the complemeintsstrumental (77) and accompaniment
(78) with, as well as by the heuristics likehat happened to NBescribed above.

(90) *Four is equalled by 2+2.
*This table is resembled by that table.

*French is known by John.

a
b
c

(91) a. This pen has been [written [with]] every day since the death of Mr. Biro.
b. This broken shovel has clearly been [shovelled [witR rather too enthusiastically.
a
b

*My brother has been [travelled [with ]] every day since his birth.
*| was [walked [with__]] for a while, but now I'm walking on my own again.

(92)

The second constraint on passivisation is that only theeseaeferential DP to V can be pas-
sivised. This was a more problematic generalisation, adaegassivisation can take place across
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pronominal complements in English, and across proper nami¢srwegian, but no such possibil-
ities exist in the pseudopassive. However, the basic pattbich motivated the putative constraint
is seen in (81), repeated below: contrast (93bi) with (9f8eijhe regular passive case, and (93bii)
with (93cii) for the pseudopassive case.

(93) a. (i) Billgave John a book.
(i)  Bill gave a book to John.
b. (i) Johnwas [given_a book].
(i) A book was [given _ to John].
c. (i) *Abook was [given John ].
(i) *John was [given a book to_].

The short story, then, is that the distribution of the ps@adsive is so restricted crosslinguistically
because it needs to obey all the constraints on extraction BPPAs, all the constraints ol A
P-stranding, and all the constraints on passivisations TEhihe end of the summary of the main
empirical claims of this paper. | will finish up with a few coremts on where we've come, and
where we go next.

5.4 Conclusion and Prospects

The starting point for this investigation was a crosslisgjaicorrelation between a marked type
of A-movement, namely pseudopassive, and a marked typé-ofokement, namely extraction
from BPPAs. This correlation has allowed us to sharpen sdratwur picture of the factors
allowing these movements. The basic conclusion is that #tieqms of PP-external influence on
the availability of these types of movement are due to eiffegreral constraints on movement or
general constraints on passivisation. The final descnpgideature suppression, the mechanism
which allows pseudopassivisation and extraction from B&R#& extremely simple (and in fact,
extremely close to the idea presented in Abels 2003), whicurely a good thing, all else being
equal.

Large amounts of this paper have been quite programmasmg@at least as many questions
as they answer. To mention just three, firstly, we would surké to know more about the rela-
tionship between the two mechanisms allowingPAstranding. Formally and functionally, they
appear to be very close. Is there anything (apart from thie mfighe argument) which keeps them
from collapsing together.

Secondly, the wider interactions of feature suppressiotilogality, and extraction from ad-
juncts have been pushed to one side here. Truswell (2008k)eshthat certain other classes of
adjunct also allow subextraction quite productively, fsamplein order andwithoutclauses, as
in (94).

(94) a. What did you come here [in order to talk aboul?
b. What did you go away [without thinking of ]?

In such cases, with much more structure inside the adjuppgaling to antilocality to explain any
absence of such examples is much less attractive, as thetarigge amount of material separating
the foot of the chain from the nearest phase head. | have abidiea how to proceed here, although
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| am confident that the solution should be partially indeganaef the account of extraction from
BPPAs presented in this paper, for two reasons. Firstlyhéndase of extraction from BPPAs,
Truswell (2007a) showed that the interpretation of theti@abetween the events described in
the matrix VP and in the adjunct is determined entirely bydbpectual class of the matrix VP:
accomplishments yield causal relations, while achievesgield purely temporal relations. No
such thing is true here in cases like (94), where the factroening the relation between the two
subevents (namelwithout, or in order) is internal to the adjunct itself. Secondly, and probably
more significantly, the crosslinguistic distribution ofaemples like (94) is much wider that the
distribution of extraction from BPPAs: at least some suchnegles are available in Romance
(see in particular Cinque 1990), and also in Germanic laggsidike Icelandic which disallow
extraction from BPPAs. Examples like (94) are not univdysalailable, however: Dutch, German,
and Russian, at the least, disallow them. The reason whyawt to be left for future research.

Another question raised by this paper concerns the limitsatiire suppression. We surely do
not want this mechanism to operate freely. Unconstrainéstida of features would allow us, for
example, to intersperse finite and nonfinite clauses inmgisonstructions (95), whereas actually
only the latter should be allowed because of the Case-asgigbilities of the former.

(95) *John seems [that has been likelyt[to fall over]]].

In this paper, | have tentatively proposed that feature seggoon might be limited to the heads of
sisters of projections of V, which is sufficient to rule oub}9Whether that is sufficient (or indeed
accurate) in the general case remains to be seen.

However, the biggest problem posed by the pseudopassivé kasn been touched on here.
We still have no idea why is it so very rare in the first place.alsense, the analysis here, if it
contains a grain of truth, raises as many problems as it soRtcisely because our final picture of
the reanalysis operation is so simple, we are left wondavimgso few languages avail themselves
of it. To be sure, this is not just a problem for the presentyamist every account of P-stranding
or of pseudopassive that | have seen faces the challengmoltaneously making these structures
available, but not widespread. However, the problem’suibyqust makes it more pressing.

This means that the immediate priority for extending thie Iof research is to expand the
crosslinguistic database. We know of three further langaagth pseudopassive (Vata, Gbadi, and
Prince Edward Island French). Lack of access to native gpedias prevented me from checking
whether extraction from BPPAs is also possibielt would also be useful to continue to check
other languages with BPPAs, to see whether they allow extracSuch work is, unfortunately,
bound to be laborious: this is the sort of question that igmathed upon by most grammars, and
so we must rely on elicitation. It could well, however, be thavhile.

Perhaps the best case scenario for such extended crosslingesearch is that we find ex-
traction from BPPAs to be available in a proper supersetmjuages with pseudopassive. That
would allow a rehabilitation of sorts of pseudopassive imithe principles and parameters model.
If (if') parameter setting really were a question of flipping a dwitben the fact that only half a
dozen languages have pseudopassive, and only ten or so{s&ran@ing at all, makes these con-
structions pretty poor candidates for such a parameter:dehit thousands of languages have the

391t is, of course, possible that extraction from BPPAs willibéependently ruled out, for example because BPPAs
do not exist in the language in question, just as they dotét @ Standard French, for example.
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construction in question, and why don’t we stumble acrosmthll the time? If, however, we find
a few plausibly related constructions X such that all larggsawvith pseudopassive also have X, but
notvice versathen we’re getting somewhere: we need to flip a few switcheget X, but we also
need to flip a few more switches to get pseudopassiveR-stranding is one such construction.
The hope expressed in this paper is that extraction from B4y be another. All of this remains
speculation, however, in the absence of any further datatk bp these hypothetical switches.
Perversely enough, then, perhaps one of the most seriolesses of the analysis proposed
here is its simplicity. It turns around two simple, binaryoate points: either P is a phase head in
a given language, or it is not, and either languages canedetentterpretable features from certain
heads, or they can't. If they can, then pseudopassivisatohextraction from BPPAs becomes
possible. Internal to the data presented here, | see no peamhything more complicated than
that, but perhaps we should hope that, in the fullness of, tiliegs are not tied together so neatly.
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